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(57) ABSTRACT

Transport control server (TCS) in a network system including
a first backup path (FBP) with predetermined first bandwidth
(PFB) secured or reserved between any node pair, second
backup path (SBP) with predetermined second bandwidth
(PSB) secured or reserved between any node pair, the FBP
and SBP sharing a link, each node forwards data according to
path setting information. The TCS including: a storage sec-
tion storing, for each path, an identifier for each node through
which the path passes; and a control processing section per-
forming: upon switchover of first active path to FBP, judging
whether PSB of SBP can be secured or reserved by the band-
width of the shared link through which the FBP passes, by
referring to the storage section; if not, identifying nodes
through which the SBP passes, by referring to the storage
section; and transmitting a setting change notification to
delete the SBP to the identified nodes.

9 Claims, 16 Drawing Sheets
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FIG. 12 FAULT OCCURRING

START
I3 611

MESSAGE TRANSCEIVING UNIT RECEIVES NOTIFICATION OF
A FAULT POINT FROM A NODE THAT DETECTED THE FAULT

+ 615
FAULT PROCESSING UNIT DECIDES WHETHER THE NOTIFIED S
FAULT POINT HAS BEEN HANDLED, REFERRING TO OPERATING
STATUS 409 IN TABLE 710. IF THE FAULT HAS BEEN HANDLED,
THE PROCESS TERMINATES

IF OPERATING STATUS 409 IN TABLE 710 INDICATES THAT THE FAULT |° 620

HAS NOT BEEN HANDLED YET, PATH SETUP UNIT IDENTIFIES

AN ACTIVE PATH PASSING THROUGH THE FAULTY LINK FROM
THE ACTIVE PATH ID 401 COLUMN

* 625
PATH SETUP UNIT IDENTIFIES A STANDBY PATH ASSOCIATED =
WITH THE ACTIVE PATH IDENTIFIED IN 620, REFERRING
TO THE STANDBY PATH ID 418 COLUMN IN TABLE 700

‘ 630
PATH SETUP UNIT IDENTIFIES NODES AND LINKS THROUGH WHICH |5
THE STANDBY PATH IDENTIFIED IN 625 PASSES, REFERRING TO

THE TRANSIT NODE 406 AND TRANSIT LINK 407 COLUMNS IN TABLE 705

* 633
ROUTES & RESOURCES CALCULATING UNIT FINDS ABANDWIDTH |

ASSOCIATED WITH THE ACTIVE PATH IDENTIFIED IN 620 FROM
THE BANDWIDTH OF PATH 419 COLUMN IN TABLE 700

‘ 635
FOR THE TRANSIT LINKS THROUGH WHICH THE STANDBY PATH PASSES, |

IDENTIFIED IN 630, ROUTES & RESOURCES CALCULATING UNIT IDENTIFIES

A BANDWIDTH SHARING GROUP TO WHICH THE STANDBY PATH BELONGS,
REFERRING TO THE STANDBY PATH ID 418 COLUMN IN TABLE 710

‘ 640
ROUTES & RESOURCES CALCULATING UNIT SUBTRACTS S
THE BANDWIDTH FOUND IN 633 FROM THE SHARED BANDWIDTH 413
FOR THE BANDWIDTH SHARING GROUP IDENTIFIED IN 635 IN TABLE 710

* 645
ROUTES & RESOURGES CALGULATING UNIT IDENTIFIES ANOTHER  |©
STANDBY PATH BELONGING TO THE BANDWIDTH SHARING GROUP

FOUND IN 635 FROM THE STANDBY PATH ID 418 COLUMN IN TABLE 710

‘ 647
ROUTES & RESOURCES CALCULATING UNIT IDENTIFIES s
THE BANDWIDTH OF THE STANDBY PATH IDENTIFIED IN 645,

REFERRING TO THE BANDWIDTH OF PATH 419 COLUMN IN TABLE 700

&
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FIG. 13

7

PATH SETUP UNIT IDENTIFIES TRANSIT LINKS THROUGH WHICH | 648
THE STANDBY PATH IDENTIFIED IN 645 PASSES, REFERRING TO
THE TRANSIT NODE 406 AND TRANSIT LINK 407 COLUMNS IN TABLE 705

Y
BANDWIDTH SHARING DECISION UNIT REFERS TO TABLE 710 AND
IDENTIFIES A STANDBY PATH FOR WHICH THE BANDWIDTH OF
THE PATH IDENTIFIED IN 647 1S LARGER THAN
THE SHARED BANDWIDTH 415 OF EACH LINK IDENTIFIED IN 648

Y
PATH SETUP UNIT IDENTIFIES A CANDIDATE PATH ALTERNATIVETO | 655
THE STANDBY PATH IDENTIFIED IN 650, REFERRING TO

THE CANDIDATE PATH ID 404 COLUMN IN TABLE 700

650

Y

ROUTES & RESOURCES CALCULATING UNIT FINDS THE BANDWIDTH  |< 658

OF THE CANDIDATE PATH IDENTIFIED IN STEP 655, REFERRING TO
THE BANDWIDTH OF PATH COLUMN IN TABLE 700

Y

PATH SETUP UNIT IDENTIFIES LINKS THROUGH WHICH 660
THE CANDIDATE PATH IDENTIFIED IN 655 PASSES, REFERRING TO
THE TRANSIT LINK 407 COLUMN IN TABLE 705

Yy
FOR THE TRANSIT LINKS THROUGH WHICH THE CANDIDATE PATH | s 669
PASSES, IDENTIFIED IN 660, ROUTES & RESOURCES CALCULATING UNIT
DECIDES WHETHER THE CANDIDATE PATH CAN BE SET UP, REFERRING
TO THE UNRESERVED BANDWIDTH 411 COLUMN IN TABLE 710

A

PATH SETUP UNIT IDENTIFIES THE TRANSIT NODES THROUGH WHICH
THE STANDBY PATH AND THE CANDIDATE PATH IDENTIFIED IN 650, 665
PASS AND THE SETTINGS RELEVANT TO THESE NODES,
REFERRING TO TABLE 715

Y

PATH SETUP UNIT SENDS TO THE TRANSIT NODES IDENTIFIED IN 670
A SETTING CHANGE NOTIFICATION TO ERASE INFORMATION FOR
THE STANDBY PATH AND ADD INFORMATION FOR THE CANDIDATE

PATH, CORRESPONDING TO THE SETTINGS IDENTIFIED IN 670

\d

AFTER SENDING A PATH SETUP NOTIFICATION, PATH SETUP UNIT
REGISTERS PATH INFORMATION IN THE PATH INFORMATION STORING
UNIT AND THE RESOURCE INFORMATION STORING UNIT

Y

( END )

<670

<675

680
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OPERATION OF A CORE NODE HAVING DETECTED A FAULT
5685
DETECTS A FAULT

Y

IF A PATH THAT NEEDS TO BE SWITCHED TO S 687
A STANDBY PATH EXISTS IN THE FORWARDING TABLE,
THE NODE SWITCHES THE PATH TO THE STANDBY PATH

Y

NOTIFIES THE TRANSPORT CONTROL SERVER s 689
OF THE ID OF THE LINK IN WHICH
THE FAULT OCCURRED
OPERATION OF AN EDGE NODE UPON A FAULT OCCURRING
5691

DETECTS A FAULT OR RECEIVES A FAULT NOTIFICATION

Y
IF A PATH THAT NEEDS TO BE SWITCHED TO
A STANDBY PATH EXISTS IN THE FORWARDING TABLE,
THE NODE SWITCHES THE PATH TO THE STANDBY PATH

687

Y
RECEIVES PATH SETUP INFORMATION FROM S 693
THE TRANSPORT CONTROL SERVER
Y ; 695
MAKES A CHANGE TO THE FORWARDING TABLE S

ACCORDING TO THE PATH SETUP INFORMATION
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OPERATION OF AN EDGE NODE WHEN THE EDGE NODE CHANGES PATH
697
CHANGES ACTIVE PATH TO STANDBY PATH, S
REFERRING TO THE FORWARDING TABLE
y 699
NOTIFIES THE TRANSPORT CONTROL SERVER S
OF THE PATH CHANGE
693
RECEIVES PATH SETUP INFORMATION FROM S
THE TRANSPORT CONTROL SERVER
Y 695
MAKES A CHANGE TO THE FORWARDING TABLE ~ |¥
ACCORDING TO THE PATH SETUP INFORMATION
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FIG. 18

PATH CHANGE

(_ START )

Y

MESSAGE TRANSCEIVING UNIT RECEIVES NOTIFICATION OF CHANGED
ACTIVE PATH INFORMATION FROM A NODE THAT CHANGED THE PATH

612

M
PATH SETUP UNIT IDENTIFIES A STANDBY PATH ASSOCIATED | 624

WITH THE ACTIVE PATH IDENTIFIED IN 612, REFERRING TO
THE STANDBY PATH ID 418 COLUMN IN TABLE 700

L

PATH SETUP UNIT IDENTIFIES NODES AND LINKS THROUGH WHICH 5630
THE STANDBY PATH IDENTIFIED IN 624 PASSES, REFERRING TO
THE TRANSIT NODE 406 AND TRANSIT LINK 407 COLUMNS IN TABLE 705

Y
ROUTES & RESOURCES CALCULATING UNIT FINDS 633

A BANDWIDTH ASSOCIATED WITH THE ACTIVE PATH FROM
THE BANDWIDTH OF PATH 419 COLUMN IN TABLE 700

Y

FOR THE TRANSIT LINKS THROUGH WHICH THE STANDBY PATH |5 839
PASSES, IDENTIFIED IN 630, ROUTES & RESOURCES CALCULATING
UNIT IDENTIFIES A BANDWIDTH SHARING GROUP TO WHICH
THE STANDBY PATH BELONGS, REFERRING TO
THE STANDBY PATH ID 418 COLUMN IN TABLE 710

Y
ROUTES & RESOURCES CALCULATING UNIT SUBTRACTS

THE BANDWIDTH FOUND IN 633 FROM THE SHARED BANDWIDTH 413
FOR THE BANDWIDTH SHARING GROUP IDENTIFIED IN 635 IN TABLE 710

<640

Y

ROUTES & RESOURCES CALCULATING UNIT IDENTIFIES ANOTHER
STANDBY PATH BELONGING TO THE BANDWIDTH SHARING GROUP
FOUND IN 635 FROM THE STANDBY PATH ID 418 COLUMN IN TABLE 710

Y
ROUTES & RESQURCES CALCULATING UNIT IDENTIFIES
THE BANDWIDTH OF THE STANDBY PATH IDENTIFIED IN 645,
REFERRING TO THE BANDWIDTH OF PATH 419 COLUMN IN TABLE 700

b

645

| 647
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FIG. 19

7

PATH SETUP UNIT IDENTIFIES TRANSIT LINKS THROUGHWHICH s 548
THE STANDBY PATH IDENTIEIED IN 645 PASSES, REFERRING TO
THE TRANSIT NODE 406 AND TRANSIT LINK 407 COLUMNS IN TABLE 705

Y

BANDWIDTH SHARING DECISION UNIT REFERS TO TABLE 710 AND
IDENTIFIES A STANDBY PATH FOR WHICH THE BANDWIDTH OF
THE PATH IDENTIFIED IN 647 IS LARGER THAN
THE SHARED BANDWIDTH 415 OF EACH LINK IDENTIFIED IN 648

650

Y
PATH SETUP UNIT IDENTIFIES A CANDIDATE PATH ALTERNATIVETO  |§ 655
THE STANDBY PATH IDENTIFIED IN 650, REFERRING TO

THE CANDIDATE PATH ID 404 COLUMN IN TABLE 700

Y

ROUTES & RESOURCES CALCULATING UNIT FINDS THE BANDWIDTH | 658

OF THE CANDIDATE PATH IDENTIFIED IN STEP 655, REFERRING TO
THE BANDWIDTH OF PATH COLUMN IN TABLE 700

Y

PATH SETUP UNIT IDENTIFIES LINKS THROUGH WHICH 660
THE CANDIDATE PATH IDENTIFIED IN 655 PASSES, REFERRING TO
THE TRANSIT LINK 407 COLUMN IN TABLE 705

Y

FOR THE TRANSIT LINKS THROUGH WHICH THE CANDIDATE PATH _ | 669

PASSES, IDENTIFIED IN 660, ROUTES & RESOURCES GALCULATING UNIT

DECIDES WHETHER THE CANDIDATE PATH CAN BE SET UP, REFERRING
TO THE UNRESERVED BANDWIDTH 411 COLUMN IN TABLE 710

\

PATH SETUP UNIT IDENTIFIES THE TRANSIT NODES THROUGH WHICH
THE STANDBY PATH AND THE CANDIDATE PATH IDENTIFIED IN 650, 665
PASS AND THE SETTINGS RELEVANT TO THESE NODES,
REFERRING TO TABLE 715

Y

PATH SETUP UNIT SENDS TO THE TRANSIT NODES IDENTIFIED IN 670
A SETTING CHANGE NOTIFICATION TO ERASE INFORMATION FOR
THE STANDBY PATH AND ADD INFORMATION FOR THE CANDIDATE

PATH, CORRESPONDING TO THE SETTINGS IDENTIFIED IN 670

<670

<675

A

AFTER SENDING A PATH SETUP NOTIFICATION, PATH SETUP UNIT | 680
REGISTERS PATH INFORMATION IN THE PATH INFORMATION STORING
UNIT AND THE RESOURCE INFORMATION STORING UNIT

Y

( END )
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TRANSPORT CONTROL SERVER,
TRANSPORT CONTROL SYSTEM, AND
BACKUP PATH SETTING METHOD

CROSS REFERENCE TO RELATED
APPLICATION

This is a continuation of U.S. application Ser. No. 12/852,
310, filed Aug. 6, 2010 (now U.S. Pat. No. 8,811,149), which
application is related to U.S. application Ser. No. 12/637,929,
filed Dec. 15, 2009 (now U.S. Pat. No. 8,547,850). This
application relates to and claims priority from Japanese
Patent Application No. 2009-188051, filed on Aug. 14, 2009.
The entirety of the contents and subject matter of all of the
above is incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates to a transport control server
(TCS), a transport control system, and a backup path setting
method. In particular, the invention relates to a transport
control server, a transport control system, and a backup path
setting method, in a system where plural backup paths may
share a link, for carrying out setting change in nodes along a
path affected by a path switchover, when a path change is
made by a node or when anode autonomously performs
switching from an actually used path (active path) to an aux-
iliary path (backup path) due to a fault or congestion occur-
ring.

BACKGROUND OF THE INVENTION

Path mechanisms such as MPLS (Multi-Protocol Label
Switching), GMPLS (Generalized MPLS), MPLS-TP
(MPLS Transfer Profile), and PBB-TE (Provider Backbone
Bridge Traffic Engineering) have heretofore been proposed.
In a network using such a path mechanism, link sharing in
which plural backup paths may share the bandwidth of a link
is proposed with the aim of efficient link bandwidth utiliza-
tion (refer to IETF, “RSVP-TE Extensions For Shared-mesh
Restoration in Transport Networks”, Internet-Drafts Decem-
ber 2001). In the link sharing, all backup paths are set up so
that their bandwidths are guaranteed in case of faults occur-
ring, if not exceeding a predetermined number of faults. This
approach allows plural backup paths having different end-
points, respectively, to share the bandwidth of a link and,
therefore, provides more efficient bandwidth utilization than
path sharing in which plural active paths may share a backup
path (refer to IETE, “Framework for Multi-Protocol Label
Switching (MPLS)-based Recovery”, RFC 3469, February
2003).

Some techniques related to the link sharing have heretofore
been disclosed, which are enumerated below: a method for
advertising a shared bandwidth and a method for calculating
aroute (refer to JP-A No. 2003-273904); a method for setting
up a high priority path preferentially in case of a fault occur-
ring and a method for path setting by a centralized control
server (refer to JP-A No. 2003-229889); and a path setting
method taking wavelength into account (refer to JP-A No.
2005-210514).

SUMMARY OF THE INVENTION

JP-A No. 2003-273904 suggests a method in which each
node maintains shared bandwidth information in a network
and calculates an available backup path. In the network where
plural backup paths may share the bandwidth of a link, con-
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sistent bandwidth information must be maintained on the
nodes in the same network. If not so, multiple faults occurring
may result in a possibility that a total of the bandwidths of
plural backup paths exceeds the bandwidth for the backup
paths allocated to a link. In this case, path switchover to a
backup path through the link may cause congestion on that
link. To avoid such condition, shared bandwidth information
maintained by a node must be consistent with shared band-
width information maintained by other nodes in the same
network. Therefore, each time an edge node sets up or
changes an outgoing path from it, the edge node needs to
advertise shared bandwidth information to all other nodes and
the nodes receiving this advertisement need to update the
shared bandwidth information maintained therein. Conse-
quently, the occurrence of a link fault or node fault causes a
number of path changes and, therefore, a number of adver-
tisements are transmitted mutually. Whenever receiving an
advertisement, each node updates the shared bandwidth
information. A problem is an increase in the processing loads
of the nodes.

JP-A No.2003-229889 suggests a method in which a trans-
port control server manages the shared bandwidths of links,
wherein, however, the labels of backup paths are not distrib-
uted. In order to makes a faster recovery from a fault, the
labels of paths need to be preconfigured in nodes so that anode
can autonomously switch over to a backup path upon a fault
occurring. However, in a case where these labels are precon-
figured in the nodes, there is a possibility that plural backup
paths have consumed the bandwidth for the backup paths
allocated to a link, as discussed for JP-A No. 2003-273904.
Therefore, when a node autonomously makes a path change,
the transport control server must update the shared bandwidth
information and notify nodes of a path that becomes unavail-
able. However, because a number of active paths are switched
to backup paths upon a fault occurring, the transport control
server must transmit a number of setting change notifications.
A problem is an increase in the processing load of the trans-
port control server.

As noted above, when an active path (first active path) is
switched to a backup path (first backup path), a backup path
(second backup path) for another active path (second active
path) may become unavailable. For example, due to the use of
the first backup path, it may become impossible to secure the
bandwidth of the second backup path sharing a link with the
first backup path. This notification is advertised to all nodes in
the prior art techniques and, thus, entails a number of adver-
tisements.

When a fault occurring causes switchover from active path
to backup path, plural active paths passing through the fault
point may be switched to backup paths, causing the changes
to plural second backup paths. In that event, multiple adver-
tisements of the changes to the second backup paths must be
sent.

In view of the foregoing points, the present invention is
intended to prevent a number of advertisements about shared
bandwidths or a number of setting change notifications from
being generated upon a fault occurring. The present invention
is intended to identify nodes in which a backup path setting
change is needed and transmit a backup path change notifi-
cation to these nodes. The present invention is intended to
transmit a notification of a backup path setting change on a
per-fault basis. The present invention is intended to prevent
repeated transmissions of a notification of a backup path
setting change due to a fault.

The present invention relates to a network system wherein
plural backup paths may share the bandwidth of a link, char-
acterized in that a transport control server calculates a backup
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path that a node autonomously uses upon receiving a fault
notification, erases the settings of a backup path predicted to
become unavailable based on path information, topology
information, and bandwidth information, selects a backup
path alternative to the erased backup path from among can-
didate paths, and transmits a setting change notification to
nodes in which the setting change is needed.

According to a first aspect of the present invention, a trans-
port control server in a network system includes multiple
nodes and the transport control server, in which a first backup
path is predefined for a first active path between any pair of
nodes and having a predetermined first bandwidth secured, a
second backup path is predefined for a second active path
between any pair of nodes and having a predetermined second
bandwidth secured, the first backup path and the second
backup path sharing at least one of links, and each node
forwards data according to path setting information notified
from the transport control server, and the transport control
server includes:

a storage section storing, for each path, the identifies of
nodes through which the path passes, the first bandwidth of a
first active path or first backup path, the second bandwidth of
a second active path or second backup path, and auxiliary
bandwidths per link allocated for backup paths; and

a control processing section,

in which the control processing section performs the fol-
lowing comprising:

upon a switchover of a first active path to a first backup
path, deciding whether the second bandwidth of a second
backup path can be secured by the bandwidth of each of links
through which the first backup path passes, referring to the
storage section;

if the second bandwidth cannot be secured, identifying
nodes through which the second backup path passes, referring
to the storage section; and

transmitting a setting change notification to delete the sec-
ond backup path to the identified nodes.

According to a second aspect of the present invention, a
transport control system includes:

multiple nodes; and

a transport control server,

in which a first backup path is predefined for a first active
path between any pair of nodes and having a predetermined
first bandwidth secured,

a second backup path is predefined for a second active path
between any pair of nodes and having a predetermined second
bandwidth secured,

the first backup path and the second backup path sharing at
least one of links, and

each node forwards data according to path setting informa-
tion notified from the transport control server, and

the transport control server includes:

a storage section storing, for each path, the identifies of
nodes through which the path passes, the first bandwidth of a
first active path or first backup path, the second bandwidth of
a second active path or second backup path, and auxiliary
bandwidths per link allocated for backup paths; and

a control processing section,

in which the control processing section performs the fol-
lowing that includes:

upon a switchover of a first active path to a first backup
path, deciding whether the second bandwidth of a second
backup path can be secured by the bandwidth of each of links
through which the first backup path passes, referring to the
storage section;
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if the second bandwidth cannot be secured, identifying
nodes through which the second backup path passes, referring
to the storage section; and

transmitting a setting change notification to delete the sec-
ond backup path to the identified nodes.

According to a third aspect of the present invention, there is
provided a backup path setting method for use in a network
system including multiple nodes and a transport control
server, in which a first backup path is predefined for a first
active path between any pair of nodes and having a predeter-
mined first bandwidth secured, a second backup path is pre-
defined for a second active path between any pair of nodes and
having a predetermined second bandwidth secured, the first
backup path and the second backup path sharing at least one
of links, and each node forwards data according to path set-
ting information notified from the transport control server,
and the backup path setting method includes:

upon a switchover of a first active path to a first backup
path, deciding whether the second bandwidth of a second
backup path can be secured by the bandwidth of each of links
through which the first backup path passes, referring to a
storage section storing, for each path, the identifies of nodes
through which the path passes, the first bandwidth of a first
active path or first backup path, the second bandwidth of a
second active path or second backup path, and auxiliary band-
widths per link allocated for backup paths;

if the second bandwidth cannot be secured, identifying
nodes through which the second backup path passes, referring
to the storage section; and

transmitting a setting change notification to delete the sec-
ond backup path to the identified nodes.

According to an aspect of the present invention, it is pos-
sible to prevent a number of advertisements about shared
bandwidths or a number of setting change notifications from
being generated upon a fault occurring. According to another
aspect of the present invention, it is possible to identify nodes
in which a backup path setting change is needed and transmit
a backup path change notification to these nodes. According
to still another aspect of the present invention, it is possible to
transmit a notification of a backup path setting change on a
per-fault basis. According to yet another aspect of the present
invention, it is also possible to prevent repeated transmissions
of'a notification of a backup path setting change due to a fault.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an architectural diagram of a transport control
system,

FIG. 2 is an explanatory diagram of the transport control
system, when setting up a path;

FIG. 3 is an explanatory diagram of the transport control
system upon a fault occurring;

FIG. 4 is an explanatory diagram of the transport control
system upon a path change;

FIG. 5 illustrates a signaling sequence in the transport
control system upon a fault occurring;

FIG. 6 illustrates a signaling sequence in the transport
control system upon a path change;

FIG. 7 is a structural diagram of a transport control server;

FIG. 8 illustrates a (first) path information table;

FIG. 9 illustrates a (second) path information table;

FIG. 10 illustrates a (third) path information table;

FIG. 11 illustrates a bandwidth information table;

FIG. 12 is a flowchart (1) of a process when the transport
control server receives a fault notification;

FIG. 13 is a flowchart (2) of the process when the transport
control server receives a fault notification;
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FIG. 14 is a flowchart of a process when a core node has
detected a fault;

FIG. 15 is a flowchart of a process of an edge node upon a
fault occurring;

FIG. 16 is a flowchart of a process when an edge node
changes a path;

FIG. 17 is a flowchart of a process when an edge node
receives a setting change notification;

FIG. 18 is a flowchart (1) of a process when the transport
control server receives a path change notification;

FIG. 18 is a flowchart (1) of a process when the transport
control server receives a path change notification; and

FIG. 19 is a flowchart (2) of the process when the transport
control server receives a path change notification.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

In the following, a network system pertaining to an
embodiment of the invention will be described in detail with
reference to the drawings. In the following, the same refer-
ence numerals denote the same items.

FIG. 1 is an architectural diagram of a network system of
the present embodiment.

The network system comprises a transport control server
100 that acts as network control entity, edge nodes 151 to 155
that connect a core network managed by the transport control
server 100 to another network or terminals, and core nodes
171 to 175 that make up the core network. Links a to h are
shown as the links in the network.

The transport control server 100 connects to the edge nodes
151 to 155 and the core nodes 171 to 175 and, for example,
sets up a path between edge nodes for connecting these edge
nodes. Byway of example, path mechanisms such as MPLS,
GMPLS, MPLS-TP, and PBB-TE can be used. In the network
managed by the transport control server, endpoints of a path
are considered as edge nodes.

FIG. 2 illustrates a relationship among the transport control
server 100, edge nodes 151 to 155, and core nodes 171 to 175,
when setting up a path.

The transport control server 100 manages topology infor-
mation such as links and path information such as path routes,
allocated bandwidths, shared bandwidths, labels, and tags for
the edge nodes 151 to 155 and the core nodes 171 to 175.

When setting up a path whose endpoints are edge nodes
151 and 152 and passing through core nodes 171 and 172, the
transport control server 100 calculates settings to be provided
to the edge nodes 151, 152 and the core notes 171, 172 and
transmits a setting change notification. The edge nodes 151,
152 and the core notes 171, 172 forward data according to the
settings provided by the transport control server 100.

FIG. 3 illustrates a relationship among the transport control
server 100, edge nodes 151 to 155, and core nodes 171 to 175,
upon a fault occurring.

As an active path, an active path A is set up between
endpoints of edge nodes 151, 153, passing through core nodes
171, 172, 173. As a backup path for the active path A, a
backup path B is set up between the endpoints of edge nodes
151, 153, passing through core nodes 171, 175, 173. Further,
as a backup path for an active path F (not shown) different
from the active path A, a backup path C is set up between
endpoints of edge nodes 152, 154, passing through core nodes
172,175,173. The backup path B and the backup path C share
a bandwidth across a link j between the core nodes 175 and
173. The transport control server 100 manages the active path
A, the backup paths B, C, and, moreover, a candidate path D
which is used as an alternative to the backup path C. The
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candidate path D is routed between endpoints of edge nodes
152, 154, passing through core nodes 172, 175, 174, 173.

When a core node 171 detects a fault in a link e, it sends a
fault notification to the transport control server 100 and the
edge node 151, one endpoint of the active path A that passes
through the core node 171 and the link e. Information in the
fault notification includes a link ID, the identifier of the link in
which the fault occurred. The edge node 151 autonomously
switches the active path A passing through the fault point to
the backup path B. Upon receiving the fault notification, the
transport control server 100 predicts the active path A that is
switched to the backup one due to the fault, identifies core
nodes and links through which the active path A and the
backup path B for the active path A pass, and calculates a
change in the bandwidth across each of the links a, d, j, ¢
thorough which the backup path B passes. With regard to the
backup paths passing through the links d, j whose bandwidth
changes, the transport control server 100 decides whether the
backup path C that shares a link bandwidth has a sufficient
bandwidth. If deciding that the bandwidth of the backup path
C is insufficient, the transport control server 100 transmits a
setting change notification to erase the backup path C with an
insufficient bandwidth from the settings maintained on the
edge nodes 152, 153 and the core nodes 172, 175,173. If there
is an available candidate path D instead of the backup path C,
the transport control server 100 transmits a setting change
notification to set up a new backup path D, when transmitting
the setting change notification to erase the backup path C. In
FIG. 3, the transport control server 100 manages the candi-
date path D alternative to the backup path C and, therefore,
transmits the setting change notification to set up the backup
path D to the edge nodes 152, 154 and the core nodes 172,
175, 174, 173. The edge nodes 152, 153, 154 and the core
nodes 172, 175, 173, 174 make a change to the settings
according to the notification from the transport control server
100.

FIG. 4illustrates a relationship among the transport control
server 100, edge nodes 151 to 155, and core nodes 171 to 175,
when an edge node 151 autonomously changes an active path
A to a backup path B.

While FIG. 3 illustrates a case where a fault has occurred in
a link, the present embodiment can also be applied to a case
where a path change occurs irrespective of whether or not a
fault occurs. An active path A between the endpoints of edge
nodes 151, 153 passes through core nodes 171, 172, 173. A
backup path B for the active path A between the endpoints of
edge nodes 151, 153 passes through core nodes 171,175,173.
As abackup path for an active path F different from the active
path A, a backup path C is set up between the endpoints of
edge nodes 152, 154, passing through core nodes 172, 175,
173. The backup path B and the backup path C share a
bandwidth across a link j between the core nodes 175 and 173.

Description is provided for the case where the edge node
151 has changed the active path A to the backup path B. When
the edge node 151 autonomously switches the active path A to
the backup path B, it transmits a path change notification to
the path transport control server 100. Upon receiving the path
change notification, the transport control server 100 identifies
core nodes, edge nodes, and links through which the active
path A and the backup path B pass and calculates a change in
the bandwidth across each of the links a, d, j, ¢ thorough
which the backup path B passes. With regard to the backup
paths passing through the links d, j whose bandwidth
changes, the transport control server 100 decides whether the
backup path C that shares a link bandwidth has a sufficient
bandwidth. If deciding that the bandwidth of the backup path
C is insufficient, the transport control server 100 transmits a
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setting change notification to erase the backup path C with an
insufficient bandwidth from the settings maintained on the
edge nodes 152, 154 and the core nodes 172,175,173. Ifthere
is an available candidate path instead of the backup path C,
the transport control server 100 also transmits a setting
change notification to set up a new backup path, when trans-
mitting the setting change notification to erase the backup
path C. The edge nodes 152,153, 154 and the core nodes 172,
175, 173 make a change to the settings according to the
notification from the transport control server 100.

FIG. 5 illustrates an example of signaling sequence
between the transport control server 100 and the edge nodes
151 to 155 as well as the core nodes 171 to 175 upon a fault
occurring.

At step 301, a core node 151 detects a fault. This fault
detection detects a link fault oranode fault such as, e.g., Sonet
Alarm, but not detecting a fault on a per-path basis. At step
303 a fault notification is transmitted from the core node 151
to the transport control server 100. The fault notification
includes, inter alia, information indicating a fault point (e.g.,
the ID of a faulty link). At step 320, the transport control
server 100 identifies the active path passing through the fault
point and finds a backup path to be used and links through
which the backup path passes. At step 321, the transport
control server 100 recalculates the bandwidths of the links
through which the backup path passes. At step 322, the trans-
port control server 100 finds a backup path with an insuffi-
cient bandwidth out of backup paths passing through links
whose bandwidth was altered and extracts edge nodes and
core nodes through which the backup path passes. If the
transport control server 100 manages a candidate path alter-
native to the backup path with an insufficient bandwidth, it
extracts edge nodes and core nodes in which setting is needed
to use the candidate path as a backup path. At step 340, the
transport control server 100 transmits a setting change noti-
fication to the core nodes 151 to 154 and edge nodes 172,173,
175 in which setting change is needed. At steps 350 to 357, the
core nodes 151 to 154 and edge nodes 172, 173, 175 make a
change to a forwarding database maintained therein accord-
ing to the setting change notification in step 340.

FIG. 6 illustrates an example of signaling sequence
between the transport control server 100 and the edge nodes
151 to 155 as well as the core nodes 171 to 175 upon a path
change occurring.

Atstep 300, an edge node 151 changes the active path to the
backup path. Such path change is triggered by fault detection
on a per-path basis, such as, e.g., CV (Connection Verifica-
tion) and FFD (Fast Fault Detection). At step 310, a path
change notification is transmitted from the edge node 151 to
the transport control server 100. The path change notification
may include anyone or more of the following items of infor-
mation: the labels or tags of the active path failed and the
backup path switched over to, the ID of the node that switched
the active path to the backup path, and information about the
fault detection that triggered the switching. At step 321, the
transport control server recalculates the bandwidths of links
through which the backup path passes. At step 322, it finds a
backup path with an insufficient bandwidth out of backup
paths passing through links whose bandwidth was altered and
extracts edge nodes and core nodes through which the backup
path passes. If the transport control server 100 manages a
candidate path alternative to the backup path with an insuffi-
cient bandwidth, it extracts edge nodes and core nodes in
which setting is needed to use the candidate path as a backup
path. At step 340, the transport control server 100 transmits a
setting change notification to the edge nodes 151 to 154 and
core nodes 172, 173, 175 in which setting change is needed.
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At steps 350 to 357, the edge nodes 151 to 154 and core nodes
172, 173, 175 make a change to the forwarding database
maintained therein according to the setting change notifica-
tion in step 340.

FIG. 7 shows a structural diagram of the transport control
server 100.

The transport control server 100 comprises a control pro-
cessing section 200, a data storing section 211, and a com-
munication IF 210. The control processing section 200 com-
prises a path setup unit 201, a fault processing unit 202, a
routes and resources calculating unit 204, a bandwidth shar-
ing decision unit 205, and a message transceiving unit 206.
The data storing section 211 comprises a path information
storing unit 208 and a bandwidth information storing unit
212. The path information storing unit 208 includes first,
second, and third tables which will be described later. Topol-
ogy information may further be stored in the data storing
section 211. The transport control server 100 may further
comprise an input section.

The path setup unit 201 sets a path connecting edge nodes
151 to 154 and core nodes 171 to 175. The fault processing
unit 202, when receiving a network fault notification, decides
whether the fault notification has already been handled or it is
about a new fault and identifies an active path failed and a
backup path switched over to. The routes and resources cal-
culating unit 204 finds the routes of active paths and backup
paths and calculates bandwidths that are secured for each of
the active paths and backup paths. The bandwidth sharing
decision unit 205 finds a backup path that becomes unavail-
able, based on the results of the calculation of the routes and
resources calculating unit 204.

FIG. 8 illustrates a part (first table) of the path information
storing unit 208.

The first table 700 contains information in the following
columns: active ID 401, endpoint node 402, backup path 403,
candidate path ID 401, and bandwidth of path 419. For active
path IDs 401, appropriate identification information such as,
e.g., sequential numbers, alphabetic letters, etc. to identify
active paths may be used. Endpoint nodes 402 in a pair indi-
cate the endpoints of a path, the source and destination of
communication via the path, and the IDs of these nodes are
stored. The backup path 403 column comprises a backup path
1D 418 column for backup path identifiers and a bandwidth
sharing 420 column to indicate whether or not bandwidth
sharing is applied. Candidate path IDs 404 are the identifiers
of third optional paths managed by the transport control
server 100, aside from active paths and backup paths which
are set on the nodes. For candidate path IDs, identification
information, for example, like active path IDs 401 may be
used. The bandwidth of path 419 column contains informa-
tion for a bandwidth secured for the active path designated in
the active path ID 401 column.

FIG. 9 illustrates a part (second table) of the path informa-
tion storing unit 208.

The second table 705 contains information in the following
columns: path ID 405, transit node 406, and transit link 407.
The path ID 405 column contains the identifiers of paths such
as active path IDs 401, backup path IDs 418, and candidate
path IDs designated in the first table 700. In the transit node
406 column, the identifiers of nodes through which the path
passes may be specified. In the transit link 407 column, the
identifiers of links through which the path passes may be
specified.

FIG. 10 illustrates a part (third table) of the path informa-
tion storing unit 208.

The third table 715 contains information in the following
columns: path ID 405, transit node 406, input label and inter-
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face 435, and output label and interface 440. The path ID 405
column contains the identifiers of active paths, backup paths,
and candidate paths. The transit node 406 column contains
the identifiers of nodes through which the path passes. The
input label and interface 435 information comprises a path
input interface and its label of each transit node along the path
identified by the path ID 405, wherein this label has to be
included in the header of a packet. The output label and
interface 440 information comprises a path output interface
and its label of each transit node along the path identified by
the path ID 405, wherein this label has to be specified in the
header of a packet.

FIG. 11 illustrates a part (fourth table) of the bandwidth
information storing unit 212.

The bandwidth information storing unit 212 stores infor-
mation, e.g., in the following columns: link ID 408, operating
status 409, link bandwidth 410, unreserved bandwidth 411,
actually used bandwidth 412, auxiliary bandwidth 413, and
path ID of path passing through link 417. In link ID 408
column, the identifiers of links may be specified. The operat-
ing status 409 column can indicate whether the link is in
normal operation or abnormal condition. A flag value in the
operating status 409 column is turned to an abnormal indica-
tion when the transport control server 100 receives a fault
notification and turned to a normal indication when this flag is
reset by the user. The link bandwidth 410 column indicates a
maximum link bandwidth at which data is transported across
the link. The unreserved bandwidth 411 column can indicate
a bandwidth not secured for an active path and a backup path.
The actually used bandwidth 412 column can indicate a total
of'the bandwidths of all active paths passing through the link.
The actually used bandwidth 412 column comprises an occu-
pied bandwidth 414 column and a shared bandwidth 414
column. The occupied bandwidth 414 column can indicate a
total of the bandwidth of backup paths that do not share a
bandwidth with any other backup path. The shared bandwidth
414 column can indicate a total of the band widths of backup
paths in each of several groups SRG1, SRG2, SRG3, etc. in
areas where faults are liable to occur simultaneously. The path
ID of path passing through link 417 column comprises an
active path ID column 401, abackup path ID 418 column, and
a candidate path ID 417 column for active, backup, and can-
didate paths passing through the link. In the backup path ID
418 column, backup path IDs sorted by occupied bandwidth
and SRG as in the auxiliary bandwidth column can be stored.

FIG.12 and FIG. 13 illustrate a flowchart of a process when
the transport control server 100 receives a fault notification.

At step 611, the message transceiving unit 206 receives
fault notification information from a node that detected a
fault. The fault notification information includes the ID of a
link in which a fault occurred. At step 615, the fault process-
ing unit 202 refers to the operating status 409 associated with
the link ID 408 included in the fault notification information
in the fourth table 710. The operating status may have two flag
values corresponding to normal and abnormal indications. If
the operating status 409 is an abnormal indication, the fault
processing unit 202 decides that the fault has already been
handed and terminates the process. If the operating status 409
is anormal indication (“O” as in FIG. 11), the fault processing
unit 202 turns the value of the operating status 409 associated
with the link ID 408 included in the fault notification infor-
mation to an abnormal indication and the process goes to step
620. The values corresponding to the normal and abnormal
indications can be predetermined.

Atstep 620, the path setup unit 201 identifies an active path
passing through the link, referring to the fourth table 710 and
the active path ID 401 column in the row (entry) of the link ID
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408 matching the link ID included in the fault notification
information. If multiple active paths pass through the link, the
following steps 625 to 670 are repeated times as many as the
number of the active paths. If the corresponding cell of active
path ID 410 is empty, the process terminates.

At step 625, the path setup unit 201 identifies a backup
path, referring to the first table 700 and the backup path ID
418 column in the row of the active path ID 401 matching the
1D of the active path identified in step 620. The thus identified
backup path is the path switched from the active path autono-
mously by one of the nodes 151 to 155 upon the occurrence of
the notified fault and traffic now flows on this path. If the
corresponding cell of backup path ID 418 is empty, the pro-
cess terminates. At step 630, the path setup unit 201 identifies
nodes and links through which the backup path passes, refer-
ring to the second table 705 and the transit node 406 and
transit link 407 columns in the row of the path ID 405 match-
ing the ID of the backup path identified in step 625. If the
backup path passes through multiple links, the following
steps 635 to 670 are repeated times as many as the number of
the links.

At step 633, the routes and resources calculating unit 204
finds a bandwidth of the active path identified in step 620,
referring to the first table 700 and the bandwidth of path 419
column in the row of the active path ID 401 matching the ID
of'the active path identified in step 620. Upon switching from
the active path to the backup path, the same bandwidth as the
active path is secured for the backup path. In the first table
700, hence, the bandwidth of the backup path is regarded as
equivalent to the bandwidth of the active path.

At step 635, the routes and resources calculating unit 204
identifies a bandwidth sharing group including the ID of the
backup path identified in step 625, referring to the fourth table
710 and the backup path ID 418 column in the row of the link
1D 408 matching the ID of a transit link through which the
backup path passes identified in step 630. At step 640, the
routes and resources calculating unit 204 subtracts the band-
width of the path found in step 633 from the shared bandwidth
415 in the column of the bandwidth sharing group identified
in step 635 in the row of the link ID 408 matching the ID of a
link identified in step 630 in the fourth table 710. The band-
width in the column is updated to the result of the subtraction.
The thus updated bandwidth will be referred to as a regulated
shared bandwidth hereinafter.

At step 645, the routes and resources calculating unit iden-
tifies a backup path ID different than the backup path 1D
identified in step 625, which belongs to the same bandwidth
sharing group as identified in step 635 in the backup path ID
418 column, in the row of the link ID 408 matching the ID of
a transit link through which the backup path (first backup
path) passes identified in step 630 in the fourth table 710. The
backup path identified in this step will be referred to as an
associated backup path (second backup path) hereinafter. If
there are multiple associated backup paths, steps 647 to 670
are repeated times as many as the number of the associated
backup paths. If there is no associated backup path, the pro-
cess goes to step 672.

At step 647, the routes and resources calculating unit 204
finds a bandwidth (second bandwidth) necessary for the asso-
ciated backup path, referring to the first table 700 and the
bandwidth of path 419 column in the row of the backup path
1D 418 matching the ID of the associated backup path iden-
tified in step 645.

Proceeding to FIG. 13, at step 648, the path setup unit 201
identifies nodes and links through which the associated
backup path passes, referring to the second table 705 and the
transit node 406 and transit link 407 columns in the row of the
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path ID 405 matching the ID of the associated backup path
identified in step 645. If the backup path passes through
multiple links, step 650 is repeated times as many as the
number of the links.

At step 650, the bandwidth sharing decision unit 205
locates in the fourth table 710 the row of the link ID 408
matching the ID of a transit link identified in step 648 and
identifies a backup path for which the bandwidth of the path
found in step 647 is larger than the bandwidth (the regulated
shared bandwidth updated in step 640) of the bandwidth
sharing group identified in step 635. The backup path identi-
fied in this step will be referred to as an affected backup path
hereinafter. I[f multiple affected backup paths are identified in
this step, steps 655 to 670 are repeated times as many as the
number of the affected backup paths.

At step 655, the path setup unit 201 identifies a new can-
didate path alternative to the affected backup path, referring
to the first table 700 and the candidate path ID 404 column in
the row of the backup path ID 418 matching the ID of the
affected backup path identified in step 650. At step 658, the
routes and resources calculating unit 204 finds a bandwidth
necessary for setting up the candidate path, referring to the
first table 700 and the bandwidth of path 419 column in the
row of the candidate path ID 404 matching the ID of the
candidate path identified in step 655. At step 660, the path
setup unit 201 identifies links through which the candidate
path passes, referring to the second table 705 and the transit
link 407 column in the row of the path ID 405 matching the ID
of the candidate path identified in step 655. At step 665, for
each of the links identified in step 660, the routes and
resources calculating unit 204 decides whether the bandwidth
found in step 658 is smaller than the unreserved bandwidth
411 in the row of the link ID 408 matching the ID of a transit
link identified in step 660. If the bandwidth found in step 658
is smaller than the unreserved bandwidth with regard to all
transit links, the routes and resources calculating unit 204
decides to set up the candidate path identified in step 655 as a
new backup path alternative to the affected backup path iden-
tified in step 655. If there is no candidate path satisfying the
condition, it is decided that a new backup path does not exist.
The new backup path identified in this step will be referred to
as a new backup path hereinafter.

At step 670, the path setup unit 201 identifies nodes
required to delete the affected backup path and set up the new
backup path and settings relevant to the nodes, referring to the
third table 715 and the transit nodes associated with the path
1D 405 matching the ID of the affected backup path identified
in step 650 and the path ID 405 matching the ID of the new
backup path decided in step 665 and the values of input label
and interface 435 and output label and interface 440 in the
rows of the transit nodes. If a new backup path does not exist,
as decided in step 665, the above step only applies to the
affected backup path. The values as the label of the affected
backup path are to be erased from the forwarding table in the
transit nodes associated with the path. The values as the input
label and interface and the output label and interface of the
new backup path are to be added to the table in the transit
nodes associated with the path.

At step 675, the message transceiving unit 206 sends to the
transit nodes associated with the affected backup path, iden-
tified in step 670, a setting change notification to delete the
values of the input label and interface and the output label and
interface of the affected backup path. It also sends to the
transit nodes associated with the new backup path, identified
in step 670, a setting change notification to add the values of
the input label and interface and the output label and interface
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of the new backup path. If a new backup path does not exist,
as decided in step 665, the above step only applies to the
affected backup path.

At step 680, the path setup unit 201 deletes the ID of the
affected backup path identified in step 650 from the backup
path ID 418 column of'the first table 700. If anew backup path
exists, as decided in step 665, it also deletes the ID of the new
backup path from the candidate path ID 404 column of the
first table 700 in the row in which the affected backup path ID
was deleted, adds the new backup path ID to the backup path
1D 418 column in the same row, and changes the bandwidth
sharing 420 column in the same row to a value indicating the
state of the path that does not share a bandwidth. Further, the
path setup unit 201 accesses the entries in the link 1D 408
column of the fourth table 710, matching the transit links
identified in step 660, and subtracts the bandwidth of path
found in step 658 from the unreserved bandwidth 411 in the
corresponding rows. The foregoing steps may be executed by
appropriate blocks in the control processing section 200.

FIG. 18 and FIG. 19 illustrate a flowchart of a process when
the transport control server 100 receives a path change noti-
fication.

At step 612, the message transceiving unit 206 receives a
path change notification from a node that changed a path. The
path change notification information includes the ID of an
active path that the node changed. At step 624, the path setup
unit 201 identifies a backup path, referring to the first table
700 and the backup path ID 418 column in the row of the
active path ID 401 matching the ID of the active path identi-
fied in step 612. If the corresponding cell of backup path ID
418 is empty, the process terminates. The path change noti-
fication may include the ID of a backup patch switched over
to from the active path. In this case, both active path and
backup path can be identified from the information included
in the path change notification.

Step 630 and subsequent steps are the same as those of the
foregoing process upon a fault occurring illustrated in F1G. 12
and FIG. 13.

FIG. 14 illustrates a flowchart of a process when a core
node has detected a fault. By way of example, a case is
described where a core node 171 detects a faultin a link e. The
same applies to other cases when any other core node detects
a fault in a link.

At step 685, the core node 171 detects a fault in the link e
connected to the core node. At step 687, the core node 171
refers to the forwarding table maintained therein and decides
whether there is a path that forwards traffic onto the faulty link
detected and a backup path alternative to the path was set up.
If'there is such an active path for which a backup path was set
up, the node switches the output interface and label from the
output interface and output label of the active path to the
output interface and output label of the backup path and
forwards traffic. At step 689, the core node 171 sends a fault
notification to the transport control server 100 and the edge
nodes 151 to 155. Information in the fault notification
includes the ID of the link in which the fault occurred.

FIG. 15 illustrates a flowchart of a process of an edge node
upon a fault occurring. By way of example, the process of an
edge node 151 is described. The same applies to other edge
nodes.

At step 691, the edge node 151 detects that a fault has
occurred in a link e through which an outgoing path from the
node passes or receives a fault notification from the core node
171 that detected the fault. At step 687, the edge node 151
refers to the forwarding table managed therein and decides
whether there is an active path that passes through the faulty
link detected and a backup path alternative to the active path



US 9,325,607 B2

13

was set up. If there is such an active path for which a backup
path was set up, the node switches the output interface and
label from the output interface and output label of the active
path to the output interface and output label of the backup
path and forwards traffic.

At step 693, the edge node 151 receives a setting change
notification from the transport control server 100. The setting
change notification includes the values of the input label and
interface and the output label and interface of the affected
backup path and the values of the input label and interface and
the output label and interface of the new backup path. At step
695, the edge node 151 makes a change to the forwarding
database according to the setting change notification received
in step 693.

FIG. 16 illustrates a flowchart of a process when an edge
node 151 has changed a path.

At step 697, for example, upon a fault occurring on an
active path, the edge node 151 autonomously changes the
active path to a backup path, according to the forwarding table
managed therein. In particular, the node switches the output
interface and label from the output interface and output label
of'the active path to the output interface and output label of the
backup path and forwards traffic. At step 699, the edge node
151 notifies transport control server 100 of the path change.
This notification includes the ID of the path changed to the
backup path.

FIG. 17 illustrates a flowchart of a process when an edge
node 151 receives a setting change notification.

At step 693, the edge node 151 receives a setting change
notification from the transport control server 100. The setting
change notification includes the values of the input label and
interface and the output label and interface of the affected
backup path, which are to be deleted, and the values of the
input label and interface and the output label and interface of
the new backup path, which are to be added. At step 695, the
edge node 151 makes a change to the forwarding database
according to the setting change notification received in step
693.

[A Configuration Example of the Transport Control Server]

A transport control server of the present embodiment, for
example, in a network system including multiple nodes and
the transport control server, in which a node forwards data
according to path setting information notified from the trans-
port control server, the transport control server includes:

a path setup unit for managing and setting active paths
which are normally used, backup paths which are used in case
of'a fault, and candidate paths which are used when active and
backup paths have become unavailable;

a routes and resources calculating unit path for calculating
path routes and bandwidths that should be secured;

abandwidth sharing decision unit for managing bandwidth
sharing by plural backup paths;

a fault processing unit for performing fault processing,
when receiving a fault notification in the network;

a message transceiving unit for transmitting and receiving
a message to/from each of the nodes,

a path information storing unit for storing information for
paths;

a topology information storing unit for storing topology
information; and

abandwidth information storing unit for storing bandwidth
information for links.

The transport control server calculates a backup path
switched over to from an active path due to a path change or
a fault, based on information in a path change notification or
a fault notification, identifies a backup path affected by the
switchover from the active path to the backup path, identifies
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nodes in which a setting change is needed, and transmits a
setting change notification to the nodes.

In the above transport control server, for example, when
calculating a backup path switched over to from an active path
due to a fault in the network system, the fault processing unit
calculates an active path passing through the fault pointand a
backup path to which the active path is switched, referring to
topology information and path information in combination.

In the above transport control server, for example, when
identifying a backup path affected by the switchover from the
active path to the backup path in the network system, the
bandwidth sharing decision unit calculates links through
which the active path passing through the fault point passes
and links through which the backup path to which the active
path is switched passes by referring to topology information
and path information in combination and finds an affected
backup path by referring to other backup paths passing
through the links.

The above transport control server, for example, when
identifying nodes in which a setting change is needed in the
network system, calculates an affected backup path that
becomes unavailable, finds nodes through which the unavail-
able backup path passes, thereby finding the nodes in which a
setting change is needed.

In the above transport control server, for example, once
having identified the backup path affected by the switchover
from the active path to the backup path in the network system,
the path setup unit finds an available backup path from can-
didate paths as an alternative to the unavailable backup path
by referring to topology information and path information in
combination without performing path finding.

In the above transport control server, for example, when
calculating a backup path switched over to from an active path
due to a fault in the network system, the fault processing unit
decides whether calculating an active path and a backup path
according to a fault notification received is already done,
referring to topology information. This avoids recalculating
an active path and a backup path according to fault notifica-
tions about the same fault from a plurality of nodes.

In the above transport control server, for example, when
identifying a backup path affected by the switchover from the
active path to the backup path due to a path change in the
network system, the fault processing unit calculates links
through which the active path and the backup path to which
the active path is switched pass by referring to topology
information and path information in combination and finds a
backup path that becomes unavailable by referring to other
backup paths passing through the links.

The present invention can be applied to, for example, a
network system where plural backup paths may share the
bandwidth of a link.

What is claimed is:

1. A path control server for controlling a plurality of nodes
in communication with the path control server, the path con-
trol server comprising one or more processors programmed
with logic configured to:

receive a notification from a first node of the plurality of

nodes,

determine from the notification whether any of the plural-

ity nodes in a third path are affected by the notification
resulting in a path switch from a first path to a second
path,

identify one or more of the plurality of nodes in the third

path to be notified of a setting change to delete the third
path resulting from the path switch, the third path being
different from the first and second paths and sharing at
least one link with the second path, and
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notify the one or more of the plurality of nodes on the third
path to perform the setting change to delete the third
path.

2. The path control server of claim 1, wherein the one or
more nodes on the third path is joined to the at least one link
shared with the second path, and wherein the third path and
the second path share a bandwidth on the at least one link.

3. The path control server of claim 1, wherein the path
control server receives the notification from any of the plu-
rality of nodes.

4. The path control server of claim 1, wherein the notifica-
tion comprises a notification of an occurrence of a failure in
the first path.

5. The path control server of claim 4, wherein the failure
comprises a link failure or a node failure in the first path.

6. The path control server of claim 1, wherein the first path
is an active path, the second path is an alternative path for the
active path, and the third path is another alternative path for
another active path.

7. The path control server of claim 1, further configured to
determine whether the third path has a sufficient bandwidth.

8. The path control server of claim 1, further configured to
identify the first path and the second path based on the noti-
fication.

9. The path control server of claim 1, wherein the notifica-
tion comprises at least one of a label of an active path, a label
of an alternative path, tag information of the active path, tag
information of the alternative path, and an identifier of a node
that switched the active path to the alternative path.
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